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ABSTRACT

This report provides Fourier stability/convergence analysis of the coarse mesh finite difference (CMFD) acceleration method, compared to that of the coarse mesh rebalance (CMR) method. The results show that CMFD is also conditionally stable as is CMR. The behavior of its spectral radius is similar to that of the inconsistent diffusion synthetic acceleration (DSA). The CMFD method is fast converging when the mesh size is small as is DSA, but it becomes divergent or ineffective as the mesh size increases as does CMR. The numerical results on several test problems are in agreement with the Fourier analysis.
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1. INTRODUCTION

As the reactor core becomes more complicated, there is growing need to perform three-dimensional whole-core heterogeneous transport calculations[1,2], which require many iterations and long computing times. Among many acceleration methods for neutron transport calculations, the coarse mesh rebalance (CMR) acceleration method is extremely simple to apply regardless of the discretization schemes for the transport solution.[3,4] Although it is not unconditionally convergent since it is a nonlinear method, it is easily linearized and its convergence properties are Fourier-analyzable. It does not involve interim solutions in the denominators and thus it should be numerically robust, unlike many other nonlinear methods, and if it converges, it does so to the unaccelerated solution, i.e., it is a true acceleration method.
The CMR adjusts the average amplitude of the flux over each coarse volume while leaving the detailed space angle distribution of the flux within the coarse mesh unchanged. This compliments nicely the iteration on the scattering source, which corrects details in the space-angle distribution rapidly but is poor in eliminating components of the error that extend over large spatial domains.[3]

The so-called coarse mesh finite difference (CMFD) acceleration method is popular especially for the fast solutions of nodal diffusion equations.[5]-[7] Recently, this CMFD method has been employed for the acceleration of the 2-D transport calculation in the CASMO-4 code[8,9] with remarkable results. Similar works are reported in Refs. 10 and 11. In the CMFD method, a current correction coefficient is introduced to preserve the interface currents between coarse meshes, which are results from the solutions of transport sweep.

In this report, we present a comparison of the convergence and stability properties of the two acceleration methods. Since both methods are nonlinear, they are linearized and then Fourier-analyzed. The convergence analysis of the CMR method is already available in the literature but is included here for completeness. The convergence analysis of the CMFD method is, however, presented here for the first time to the best of our knowledge.

2. CMR AND CMFD METHODS IN SLAB GEOMETRY

2.1. Equations of Coarse Mesh Rebalance (CMR) Method

In the slab geometry, the neutron transport equation is written as follows:

\[ \mu \frac{d}{dx} \psi_{l+1/2}(x, \mu) + \sigma(x) \psi_{l+1/2}(x, \mu) = \sigma_s(x) \phi_l(x) + q(x), \]

where the standard notations are used and \( l \) denotes the iteration index.[3]

To derive the CMR equations, let us consider a coarse mesh which contains several fine meshes as shown in Fig. 1.
When angular integration and spatial integration over the coarse mesh are performed, we obtain the following equation:

$$
\left( J_{i+1/2}^+ + J_{i-1/2}^- + \sum_k h_k (\sigma_k - \sigma_{s,k}) \phi_{k,i}^{i+1/2} \right) - J_{i-1/2}^- - J_{i+1/2}^+ = \sum_k h_k q_{ki},
$$

where

$$
J_{i+1/2}^+ = \frac{1}{2} \sum_{n=1}^{N/2} w_n |\psi_{n,i+1/2}^{i+1/2}|, \quad \mu_n > 0,
$$

$$
J_{i-1/2}^- = \frac{1}{2} \sum_{n=N/2+1}^{N} w_n |\psi_{n,i-1/2}^{i+1/2}|, \quad \mu_n < 0,
$$

$i$ denotes coarse mesh and $k$ fine mesh, and $(\mu_n, w_n)$ are the discrete ordinates quadrature set.

Following the standard procedure, we first change all the indices in Eq. (2) into $l+1$. Then the rebalance factor, $f_i$, is defined on coarse mesh $i$ and it is allowed to be discontinuous at the interfaces between coarse meshes. Since neutrons contributing to $J_{i}^-$ are leaving the coarse mesh $i$ we use $f_i$, and for $J_{i+1}^-$, whose neutrons are from the coarse mesh $i+1$ to the coarse mesh $i$ we use $f_{i+1}$:

$$
\psi_{n,i+1/2}^{i+1} = f_{i+1} \psi_{n,i+1/2}^{i+1/2}, \quad \mu_n > 0,
$$

$$
\psi_{n,i+1/2}^{i+1} = f_{i+1} \psi_{n,i+1/2}^{i+1/2}, \quad \mu_n < 0.
$$

The CMR equation for slab geometry is then derived easily as

$$
\left( J_{i+1/2}^+ + J_{i-1/2}^- + \sum_k h_k (\sigma_k - \sigma_{s,k}) \phi_{k,i}^{i+1/2} \right) f_{i+1}^i - J_{i+1}^- f_{i+1}^i - J_{i-1}^- f_{i+1}^i = \sum_k h_k q_{ki}.
$$

If the vacuum boundary condition is imposed on the left side (coarse mesh 1), then $J_{0}^+ = 0$ and the CMR equation is given as

$$
\left( J_{1+1/2}^+ + J_{1-1/2}^- + \sum_k h_k (\sigma_k - \sigma_{s,k}) \phi_{k,1}^{1+1/2} \right) f_{1+1}^1 - J_{2}^- f_{1+1}^1 - J_{1}^- f_{2}^1 = \sum_k h_k q_{k1}.
$$
If the reflective boundary condition is given on the right side (coarse mesh I), then $J_j^r = J_{j+1}^r$ and $f_j = f_{j+1}$. Thus, the CMR equation is derived as

$$J_j^r = \frac{1}{2} \sum_k h_k (\sigma_{kl} - \sigma_{sk}) \phi_{kl}^{1/2} \left[ f_j^{r+1} - J_j^r f_{j+1}^{r+1} \right] = \sum_k h_k q_{kj}.$$  \hspace{1cm} (9)

If the reflective boundary conditions are given on both sides of the problem, the incoming boundary angular flux should be updated on each iteration as follows:

$$\psi_{n,i/2}^{r+1} = \frac{1}{2} \sum_{n} \psi_{n+1,n,i/2}^{1/2} \psi_{n-1,n,i/2}^{1/2}, \; \mu_n > 0 \; (n = 1, \cdots, N/2),$$  \hspace{1cm} (10)

$$\psi_{n,i+1/2}^{r+1} = \frac{1}{2} \sum_{n} \psi_{n,i+1,n+1/2}^{1/2} \psi_{n,i+1,n-1/2}^{1/2}, \; \mu_n < 0 \; (n = N/2 + 1, \cdots, N).$$  \hspace{1cm} (11)

As the solution converges, the rebalance factor $f_i$ approaches unity, so the detailed balance is satisfied in CMR.

### 2.2. Equations of Coarse Mesh Finite Difference (CMFD) Method

The form of CMFD equations is similar to that of the usual finite difference equation with a mesh-centered scheme, but there is an additional current correction factor, $\hat{D}$, which is defined as[8]-[11]

$$\hat{D}_{i+1/2} = \frac{1}{2} \left( \frac{\psi_{n,i+1/2}^{r+1} + \psi_{n+1,n,i+1/2}^{1/2}}{\psi_{n,i+1,n+1/2}^{1/2}} \right),$$  \hspace{1cm} (12)

where

$$\tilde{D}_{i+1/2} = 2 \left( \frac{D_j / h_j}{(D_j + h_j)} \right),$$  \hspace{1cm} (13)

$$J_{i+1/2} = \frac{1}{2} \sum_n \psi_{n,i+1/2}^{r+1}.$$  \hspace{1cm} (14)

The CMFD equation for coarse mesh $i$ with current correction factors is

$$-\tilde{D}_{i+1/2} \left( \phi_{i+1/2}^{r+1} - \phi_{j+1}^{r+1} \right) - \tilde{D}_{i+1/2} \left( \phi_{i+1/2}^{r+1} + \phi_{j+1}^{r+1} \right) + \tilde{D}_{i-1/2} \left( \phi_{i-1/2}^{r+1} - \phi_{j-1}^{r+1} \right) + \tilde{D}_{i-1/2} \left( \phi_{i-1/2}^{r+1} + \phi_{j-1}^{r+1} \right)$$

$$+ \sum_k h_k (\sigma_k - \sigma_{sk}) \phi_{kl}^{r+1} = \sum_k h_k q_{kl},$$  \hspace{1cm} (15)

Rewriting Eq. (15), we obtain

$$-\tilde{D}_{i+1/2} \phi_{i+1}^{r+1} - \tilde{D}_{i-1/2} \phi_{i-1}^{r+1} + \tilde{D}_{i+1/2} \phi_{i+1}^{r+1} + \tilde{D}_{i-1/2} \phi_{i-1}^{r+1}$$

$$+ \tilde{D}_{i+1/2} \phi_{i+1}^{r+1} + \tilde{D}_{i-1/2} \phi_{i-1}^{r+1} + h_k \sigma_{sk} \phi_{kl}^{r+1} = \sum_k h_k q_k,$$  \hspace{1cm} (16)

where $\phi_{i+1}^{r+1} = \frac{1}{h_i} \sum_k h_k \phi_{kl}^{r+1}$.

If the vacuum boundary condition is given on the left side (coarse mesh 1), then $J_{1/2}^r = 0$ so
that

\[ J_{1/2}^{i+1/2} = -\hat{D}_{1/2} (\phi_{1/2}^{i+1/2} + \phi_0^{i+1/2}) - \tilde{D}_{1/2} (\phi_1^{i+1/2} - \phi_0^{i+1/2}) \]
\[ = \frac{1}{2} \sum_{n=1}^{N} w_n \mu_n \psi_{n/2}^{i+1/2} = 0 + \frac{1}{2} \sum_{n=N/2+1}^{N} w_n \mu_n \psi_{n/2}^{i+1/2}. \]  

(17)

The CMFD equation with vacuum boundary condition is then derived as, using the mesh average scalar fluxes of coarse mesh 1,

\[ -(\hat{D}_{3/2} + \hat{D}_{3/2}) \phi_2^{i+1/2} + (\hat{D}_{1/2} - \hat{D}_{3/2} + h_k (\sigma_1 - \sigma_{s1})) \phi_1^{i+1} \]
\[ = \left( \frac{1}{2} \sum_{n=N/2+1}^{N} w_n \mu_n \psi_{n/2}^{i+1/2} \right) \phi_1^{i+1/2} = \sum_k h_k q_{kl}. \]  

(18)

The use of a ratio of the mesh average scalar fluxes in Eq. (18) comes from the concept of the CMR factor. If the reflective boundary condition is given on the right side (coarse mesh I), then \( J_I = 0 \) so that

\[ J_{I+1/2}^{i+1/2} = -\hat{D}_{I+1/2} (\phi_{I+1/2}^{i+1/2} + \phi_I^{i+1/2}) - \tilde{D}_{I+1/2} (\phi_I^{i+1/2} - \phi_{I+1/2}^{i+1/2}) = 0. \]  

(19)

Thus, the CMFD equation with reflective boundary condition is given as

\[ (\tilde{D}_{I-1/2} - \hat{D}_{I-1/2}) \phi_{I-1/2}^{i+1} + (\hat{D}_{I-1/2} + \hat{D}_{I-1/2} + h_I (\sigma_I - \sigma_{sI})) \phi_I^{i+1} = \sum_k h_k q_{kl}. \]  

(20)

In the case of the reflective boundary conditions on both sides, the incoming angular flux is updated using the coarse-mesh average scalar fluxes:

\[ \psi_{nI+1/2}^{i+1} = \frac{\phi_I^{i+1/2}}{\phi_1^{i+1/2}} \psi_{N/2-n,1/2}^{i+1/2}, \quad \mu_n > 0 (n = 1, \cdots, N/2), \]  

(21)

\[ \psi_{nI+1/2}^{i+1} = \frac{\phi_I^{i+1/2}}{\phi_1^{i+1/2}} \psi_{N/2-n,1/2}^{i+1/2}, \quad \mu_n < 0 (n = N/2 + 1, \cdots, N). \]  

(22)

3. CONVERGENCE ANALYSES OF CMR AND CMFD

To investigate convergence or stability of some acceleration methods, Fourier analysis is widely used. To begin Fourier analysis, nonlinear methods should be linearlized and a model problem of an infinite medium, constant cross section, and flat source with a uniform mesh is considered. Then the Fourier ansatz is applied, which has the standard Fourier component \([\exp(j \lambda x), j = \sqrt{-1}] \) and the eigenvalue( \( \omega \)). The spectral radius( \( \rho \)) is the maximum of the eigenvalues. If \( \rho < 1 \), the method is stable.

3.1. Fourier Analysis of CMR

In the case of CMR, a detailed stability analysis was performed by Cefus and Larsen.[12] They provide a procedure of linearlization to accomplish analysis of the CMR method, which is
originally nonlinear. In the derivation, diamond differenced high-order equation is used. For the
general coarse mesh rebalance (p fine meshes per coarse mesh), they derived an eigenvalue
problem in a form:
\[ \omega A = (H - \eta U \cdot V \cdot (I - H)) A = L_{CMR} A, \]  
(23)
where
\[ A = [A_{(i-1)p+1} \cdots A_{(i-1)p}]^T, \]  
(24a)
\[ M = \begin{bmatrix} 0 & 1 & 0 & \cdots & 1 \\ 0 & 1 & \cdots & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 1 & 0 & \cdots & \cdots & 0 \\ 1 & 0 & \cdots & \cdots & 1 \end{bmatrix}, \quad I = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ \vdots & \vdots & \ddots \\ 0 & 1 & 0 \end{bmatrix}, \]  
(24b)
\[ K = \frac{1}{j} \left[ \exp(j \tau M - \exp(- j \tau I)) \times \left[ \exp(j \tau M + \exp(- j \tau I)I \right]^{-1}, \]  
(24c)
\[ H = \frac{C}{2} \sum_{n=1}^{N} w_n \left[ (1 + \frac{2 \mu_n}{h})^2 K \cdot K \right]^{-1}, \]  
(24d)
\[ V = \left[ \exp(j \tau(1 - p)) \cdots \exp(j \tau(p - 1)) \right], \quad U = \left[ \exp(j \tau(p - 1)) \cdots \exp(j \tau(1 - p)) \right]^T, \]  
(24e)
\[ \eta = \frac{hc}{2 \gamma \sin^2(\sigma \tau) + ph(1 - c)}, \quad \tau = \frac{\lambda h}{2}, \quad c = \frac{\sigma s}{\sigma}, \quad \gamma = \sum_{n=1}^{N} \frac{\mu_n w_n}{2}. \]  
(24f)
The spectral radius( \( \rho \) ) is
\[ \rho = \sup_{\tau} |\omega(\tau)|. \]  
(25)
For the case of fine mesh rebalance (p=1), the eigenvalue( \( \omega \) ) is expressed explicitly as
\[ \omega = 1 - (1 - \kappa) \left[ 1 + \frac{hc}{2 \gamma \sin^2(\sigma \tau) + ph(1 - c)} \right], \]  
(26)
where
\[ \kappa = \frac{C}{2} \sum_{n=1}^{N} w_n / \{(2 \mu_n \tan \tau / h)^2 + 1\}. \]  
(27)
Figs. 2, 3, and 4 show the spectral radii of CMR for various scattering ratios when p=1, p=2, and p=4, respectively, using the S_{16} Gauss-Legendre quadrature set. Since the Fourier analysis is
performed after linearization around the solution of an infinite medium problem, it does not apply to the case of c=1. Therefore, we have chosen values for c up to 0.9999. It is indicated that
for given c, when p=1, CMR is unstable for \( \sigma h \) too small or too large. The case of a large p is
generally more stable compared to the case of p=1, especially for thick mesh sizes.
3.2. Fourier Analysis of CMFD

This section describes the procedure of Fourier analysis of CMFD. For the high-order equations, the diamond differencing (DD) scheme is used as

\[
\frac{\psi_{k+1/2} - \psi_{k-1/2}}{h} + \sigma \frac{\psi_{k+1/2} + \psi_{k-1/2}}{2} = \sigma \phi_k + Q, \tag{28}
\]

\[
\phi_k^{r+1/2} = \frac{1}{2} \sum_{n=1}^{N} w_n \frac{\psi_{k+1/2} + \psi_{k-1/2}}{2}. \tag{29}
\]

If the medium is infinite with constant cross sections and uniform meshes, the low-order equations of the CMFD method are given by

Fig. 2. Spectral radius of CMR for various scattering ratios for p=1.
Fig. 3. Spectral radius of CMR for various scattering ratios for $p=2$.

Fig. 4. Spectral radius of CMR for various scattering ratios for $p=4$.

\begin{equation}
- (\hat{D}_{i+1/2} + \hat{D}_{i+1/2}) \phi_{i+1} - (\hat{D}_{i-1/2} - \hat{D}_{i-1/2}) \phi_{i-1} \\
+ (\hat{D}_{i+1/2} - \hat{D}_{i+1/2} + \hat{D}_{i-1/2} + h p \sigma_a) \phi_{i} = phQ,
\end{equation} 

(30)
\[ \phi^{l+1}_k = \phi^{l+1}_k + \frac{1}{p} \sum_k \phi^{l+1}_k , \]

where

\[ \sigma = 1, \quad \sigma_s = c, \]

\[ \tilde{D}_{i+1/2} = 2 \frac{(D_i / h_i)(D_{i+1} / h_{i+1})}{D_i / h_i + D_{i+1} / h_{i+1}} = D_i / (ph) = 1/(3ph) = 1/(3ph), \]

\[ \hat{D}_{i+1/2} = -\frac{J_{i+1/2}^{l+1}}{\phi^{l+1}_i} + (\phi^{l+1}_i - \phi^{l+1}_i)/(3ph), \]

\[ \phi^{l+1}_i = \frac{1}{p} \sum_k \phi^{l+1}_k , \]

\[ J_{i+1/2}^{l+1} = \frac{1}{2} \sum_{n=1}^N \mathbf{w}_n \mu_n \psi^{l+1/2}_{n,i+1/2} . \]

The CMFD method is nonlinear, so the CMFD equations are linearized around the solution of the model problem. If we define the following ansatz for linearization:

\[ \phi^{l+1}_i = Q / \sigma_a (1 + \varepsilon \zeta^{l+1}_i) , \]

\[ \phi^{l+1}_i = Q / \sigma_a (1 + \varepsilon \zeta^{l+1/2}_i) , \]

\[ \psi^{l+1/2}_{i+1/2} = Q / \sigma_a (1 + \varepsilon \zeta^{l+1/2}_{n,i+1/2}) . \]

The high-order equations, Eqs. (28) and (29) are written as

\[ \varepsilon \mu_a \frac{Q}{h \sigma_a} (\zeta^{l+1/2}_n - \zeta^{l+1/2}_{n,k-1/2}) + \sigma \frac{Q}{2 \sigma_a} (2 + \varepsilon (\zeta^{l+1/2}_n + \zeta^{l+1/2}_{n,k+1/2})) \]

\[ = \sigma_s \frac{Q}{\sigma_a} (1 + \varepsilon \zeta^{l+1/2}_k) + Q, \]

\[ \frac{Q}{\sigma_a} (1 + \varepsilon \zeta^{l+1/2}_k) = \frac{1}{2} \sum_{n=1}^N \mathbf{w}_n \mu_n \frac{Q}{2 + \varepsilon (\zeta^{l+1/2}_n + \zeta^{l+1/2}_{n,k+1/2})} . \]

The low-order equations, Eqs. (30) and (31), are written as

\[ -\left[ \frac{1}{2} \sum_{n=1}^N \mathbf{w}_n \mu_n (1 + \varepsilon \zeta^{l+1/2}_{n,i+1/2}) + \varepsilon (\zeta^{l+1/2}_{i+1/2} - \zeta^{l+1/2}_i)/(3ph) \right] = Q / \sigma_a (1 + \varepsilon \zeta^{l+1}_i) . \]
Thus, multiplying \( (2 + \varepsilon(\xi_{i+1}^{l} + \xi_{i-1}^{l})) (2 + \varepsilon(\xi_{i+1}^{l} + \xi_{i-1}^{l})) \) on both sides of Eq. (36), we obtain

\[
(2 + \varepsilon(\xi_{i+1}^{l} + \xi_{i-1}^{l})) \left\{ \frac{1}{2} \sum_{n=1}^{N} w_n \mu_n (1 + \varepsilon \xi_{n,i+1/2}^{l}) + \varepsilon(\xi_{i+1}^{l} - \xi_{i-1}^{l}) \right\} Q / \sigma_a (1 + \varepsilon \xi_{i+1}^{l})
\]

\[
- (2 + \varepsilon(\xi_{i+1}^{l} + \xi_{i-1}^{l})) \left\{ \frac{1}{2} \sum_{n=1}^{N} w_n \mu_n (1 + \varepsilon \xi_{n,i-1/2}^{l}) + \varepsilon(\xi_{i+1}^{l} - \xi_{i-1}^{l}) \right\} Q / \sigma_a (1 + \varepsilon \xi_{i-1}^{l})
\]

\[
+ (2 + \varepsilon(\xi_{i+1}^{l} + \xi_{i-1}^{l})) \left\{ \frac{1}{2} \sum_{n=1}^{N} w_n \mu_n (1 + \varepsilon \xi_{n,i+1/2}^{l}) + \varepsilon(\xi_{i+1}^{l} - \xi_{i-1}^{l}) \right\} Q / \sigma_a (1 + \varepsilon \xi_{i+1}^{l})
\]

\[
- (2 + \varepsilon(\xi_{i+1}^{l} + \xi_{i-1}^{l})) \left\{ \frac{1}{2} \sum_{n=1}^{N} w_n \mu_n (1 + \varepsilon \xi_{n,i-1/2}^{l}) + \varepsilon(\xi_{i+1}^{l} - \xi_{i-1}^{l}) \right\} Q / \sigma_a (1 + \varepsilon \xi_{i-1}^{l})
\]

\[
-1/(3ph)(2 + \varepsilon(\xi_{i+1}^{l} + \xi_{i-1}^{l}))(2 + \varepsilon(\xi_{i+1}^{l} + \xi_{i-1}^{l})) Q / \sigma_a (1 + \varepsilon \xi_{i+1}^{l})
\]

\[
-1/(3ph)(2 + \varepsilon(\xi_{i+1}^{l} + \xi_{i-1}^{l}))(2 + \varepsilon(\xi_{i+1}^{l} + \xi_{i-1}^{l})) Q / \sigma_a (1 + \varepsilon \xi_{i-1}^{l})
\]

\[
+ (2/(3ph) + hp \sigma_a)(2 + \varepsilon(\xi_{i+1}^{l} + \xi_{i-1}^{l}))(2 + \varepsilon(\xi_{i+1}^{l} + \xi_{i-1}^{l})) Q / \sigma_a (1 + \varepsilon \xi_{i+1}^{l})
\]

\[
= hp Q (2 + \varepsilon(\xi_{i+1}^{l} + \xi_{i-1}^{l}))(2 + \varepsilon(\xi_{i+1}^{l} + \xi_{i-1}^{l})).
\]

In the same way, multiplying \( \frac{1}{p} \sum_{k} Q / \sigma_a (1 + \varepsilon \xi_{k}^{l+1/2}) \) on both sides of Eq. (37), we obtain

\[
\frac{1}{p} \sum_{k} Q / \sigma_a (1 + \varepsilon \xi_{k}^{l+1/2}) Q / \sigma_a (1 + \varepsilon \xi_{k}^{l}) = Q / \sigma_a (1 + \varepsilon \xi_{k}^{l+1/2}) Q / \sigma_a (1 + \varepsilon \xi_{k}^{l}).
\]
\[ \mu \frac{g_{n,k}^{l+1/2} - g_{n,k-1/2}^{l+1/2}}{h} + \frac{g_{n,k+1/2}^{l+1/2} + g_{n,k-1/2}^{l+1/2}}{2} = c \zeta^l_k, \] 
\[ \zeta_k^{l+1/2} = \frac{1}{2} \sum_{n=1}^N w_n \left( \frac{g_{n,k}^{l+1/2} + g_{n,k-1/2}^{l+1/2}}{2} \right), \] 
\[ -\frac{1}{3ph} \zeta_i^{l+1/2} + \frac{2}{3ph} \zeta_j^{l+1/2} - \frac{1}{3ph} \zeta_{i-1}^{l+1/2} + h \sigma \sum_k \zeta_k^{l+1/2} = h \sigma, \] 
\[ \zeta_i^{l+1/2} = \zeta_j^{l+1/2} + \zeta_{i-1}^{l+1/2} - \frac{1}{p} \sum_k \zeta_k^{l+1/2}. \]

The O(1) terms are automatically satisfied and the O(\(\varepsilon^2\)) terms are neglected. When Eq. (42) is derived the following balance equation was used, which was also used to linearize the CMR equation:

\[ \frac{1}{2} \sum_{n=1}^N w_n \mu \frac{g_{n,j}^{l+1/2} - g_{n,j-1/2}^{l+1/2}}{h} = h \sigma \sum_k \zeta_k^{l+1/2} = h \sigma, \] 
\[ \sum_k \zeta_k^{l+1/2} = \zeta_i^{l+1/2} + \zeta_j^{l+1/2} - \frac{1}{p} \sum_k \zeta_k^{l+1/2}. \]

We note that Eq. (42) is in the same form as the inconsistent DSA equation. Thus, it is expected that the convergence of the CMFD method may be similar to that of the inconsistent DSA method.

In the case of a uniform mesh and an infinite medium, the following Fourier ansatz are appropriate:

\[ \zeta_i^l = \omega^l A \exp(j \lambda x_i), \] 
\[ \zeta_k^l = \omega^l A_k \exp(j \lambda x_k), \quad A_k = A_{k+p}, \] 
\[ \zeta_i^{l+1/2} = \omega^l B \exp(j \lambda x_i), \] 
\[ \zeta_k^{l+1/2} = \omega^l B_k \exp(j \lambda x_k), \quad B_k = B_{k+p}, \] 
\[ \frac{g_{n,k}^{l+1/2}}{(2\pi)^2} = \omega^l a_{n,k} \exp(j \lambda x_{k+1/2}), \quad a_{n,k} = a_{n,k+p}. \]

Introducing these Fourier ansatz into Eqs. (40) and (41), the Fourier components cancel out. The high-order equations (Eqs. (40) and (41)) are rewritten in the following matrix form, interestingly in a similar form of the CMR method:

\[ \mathbf{B} = \mathbf{H} \mathbf{A}, \]

where \( \mathbf{B} = [B_{(i-1)+p} \cdots B_{(i-1)+p}]^T, \) \( \mathbf{A} = [A_{(i-1)+p} \cdots A_{(i-1)+p}]^T. \) The matrix \( \mathbf{H} \) was already defined in Eq. (24d).
Rewriting Eq. (42) using the Fourier ansatz,

\[
\left\{ \frac{2}{3 \, \phi \cdot h} + \frac{2}{3 \, \phi \cdot h} \cos(2 \, \phi \cdot \tau) \right\} \omega A = \left\{ \frac{2}{3 \, \phi \cdot h} + \frac{2}{3 \, \phi \cdot h} \cos(2 \, \phi \cdot \tau) \right\} B 
+ \alpha C \sum_k U(k)(B_k - A_k),
\]

where

\[
U(k) = \exp(j(2 \, p \cdot 1 - 2k)).
\]

Eq. (43) is rewritten as

\[
U(k) \omega A_k = U(k)B_k + \alpha A - \frac{1}{p} \sum_k U(k)B_k = U(k)B_k + \alpha A - B,
\]

where

\[
B = \frac{1}{p} \sum_k U(k)B_k.
\]

Combining Eqs. (47) and (49), the following eigenvalue problem is obtained:

\[
\omega A = [H - \theta UV(I - H)]A = L_{CMFD} A,
\]

where

\[
\theta = \frac{hc}{[4 \sin^2(\phi \cdot \tau)]/(3 \phi h) + \phi h(1 - c)].
\]

For the case of fine mesh rebalance (p=1), the eigenvalue (\omega) is expressed explicitly as

\[
\omega = 1 - (1 - \kappa) \left\{ 1 + \frac{hc}{(4 \sin^2 \tau)/(3h) + h(1 - c)} \right\}.
\]

It is interesting to note that the eigenvalue equations of CMR and CMFD methods have the same form, the only difference being substituting \(2/(3\sigma \phi h)\) for \(\gamma\).

Figs. 5, 6, and 7 show the behavior of the spectral radius of CMFD for various scattering ratios when p=1, p=2, and p=4, respectively, using the S_{16} Gauss-Legendre quadrature set. Fig. 8 shows the spectral radius of the CMR and the CMFD methods when the scattering ratio is 0.99. The spectral radius of the CMFD method is something like that of the common mesh-centered inconsistent DSA.[13] As the mesh size increases, the spectral radii of the CMFD method also increase similarly as (actually faster than) the CMR method, eventually both becoming unstable (or inefficient). The behavior of coarseness (p) in CMFD is wider in the stable region than the fine case (p=1). The CMFD method is fast converging as is DSA when the mesh size is small enough, because the spectral radius is less than 0.23.
Fig. 5. Spectral radius of CMFD for various scattering ratios for p=1.

Fig. 6. Spectral radius of CMFD for various scattering ratios for p=2.
Fig. 7. Spectral radius of CMFD for various scattering ratios for p=4.

Fig. 8. Spectral radius of CMR and CMFD for various p’s (c=0.99).
4. NUMERICAL COMPARISONS OF CMR AND CMFD

4.1. Consistency of Solutions

When an acceleration method is considered, it is important to check whether the converged solution of the low-order equation (acceleration equation) is the same as that of the high-order equation (transport equation) and identical to the unaccelerated solution. The CMR method clearly has such a consistency of solutions because it uses spatial balance without additional approximation but the CMFD method introduces current correction term using mesh-average scalar fluxes which might break the consistency. So, two kinds of tests are performed. The first test is a mono-energy, homogeneous, isotropic, one slab problem which is depicted in Fig. 9.

\[
\begin{array}{ccc}
\text{Vacuum} & Q=1.0 \text{ #/cm}^3 \text{ sec} & \text{Vacuum} \\
0 \text{ cm} & \sigma=1 \text{ cm}^{-1} & 10 \text{ cm} \\
\sigma_s=0.9 \text{ cm}^{-1}
\end{array}
\]

Fig. 9. Configuration of test problem 1.

Vacuum boundary conditions are imposed on both sides and the problem size is 10 cm. The convergence criterion is 1.0E-9 for the maximum pointwise scalar flux. Diamond differencing (DD) scheme is considered for spatial discretization and S\textsubscript{16} Gauss-Legendre quadrature is used. The mesh size is 1 cm and numbers of coarse meshes are chosen as 5 and 10 and thus the corresponding numbers of fine meshes are 2 and 1, respectively. Table I shows the solutions of source iteration (SI), CMR, and CMFD. Source iteration (SI) uses the solution of the high-order equation as the next iteration without any low-order equations. Thus the solution of SI means no acceleration. From Table I, we note that there are no differences among SI, CMR, and CMFD solutions even with different coarse meshes.
Table I. Scalar Flux Distribution for Various Methods

<table>
<thead>
<tr>
<th>Methods</th>
<th>SI</th>
<th>CMR (high-order)</th>
<th>CMR (low-order)</th>
<th>CMFD (high-order)</th>
<th>CMFD (low-order)</th>
</tr>
</thead>
<tbody>
<tr>
<td># of iterations</td>
<td>144</td>
<td>(32&lt;sup&gt;a&lt;/sup&gt;,24&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>(22,33)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mesh 1</td>
<td>4.320019</td>
<td>4.320018</td>
<td>4.320019</td>
<td>4.320018</td>
<td>4.320019</td>
</tr>
<tr>
<td>Mesh 3</td>
<td>8.054203</td>
<td>8.054202</td>
<td>8.054202</td>
<td>8.054202</td>
<td>8.054202</td>
</tr>
<tr>
<td>Mesh 4</td>
<td>8.753147</td>
<td>8.753145</td>
<td>8.753145</td>
<td>8.753145</td>
<td>8.753145</td>
</tr>
<tr>
<td>Mesh 7</td>
<td>8.753147</td>
<td>8.753145</td>
<td>8.753145</td>
<td>8.753145</td>
<td>8.753145</td>
</tr>
<tr>
<td>Mesh 8</td>
<td>8.054203</td>
<td>8.054202</td>
<td>8.054202</td>
<td>8.054202</td>
<td>8.054202</td>
</tr>
<tr>
<td>Mesh 10</td>
<td>4.320019</td>
<td>4.320018</td>
<td>4.320019</td>
<td>4.320018</td>
<td>4.320019</td>
</tr>
</tbody>
</table>

<sup>a</sup>: Number of iterations for 10 coarse meshes,  
<sup>b</sup>: Number of iterations for 5 coarse meshes.

The second test is a two-group, heterogeneous, anisotropic, multi-slab problem as shown in Fig. 10. Table II shows the cross sections for each material.

![Fig. 10. Configuration of test problem 2.](image)

Convergence criterion is 1.0E-6 and the diamond differencing (DD) scheme is used with S<sub>8</sub> Gauss-Legendre quadrature. Fig. 11 shows the distribution of fast scalar flux and Fig. 12 shows the distribution of thermal scalar flux. For this test problem 2, the analytic solutions are provided by IMGF.[14] Table III shows the fast and thermal flux from SI, CMR, and CMFD. We note that both CMR and CMFD have the consistency of solutions.
Table II. Cross Sections for Materials

<table>
<thead>
<tr>
<th>Group</th>
<th>$\sigma_g$</th>
<th>$\sigma_{g\rightarrow 1}$</th>
<th>$\sigma_{0g\rightarrow 2}$</th>
<th>$\sigma_{1g\rightarrow 1}$</th>
<th>$\sigma_{1g\rightarrow 2}$</th>
<th>$q_g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel</td>
<td>1</td>
<td>0.3</td>
<td>0.27</td>
<td>0.01</td>
<td>0.09</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.0</td>
<td>0.001</td>
<td>0.9</td>
<td>0.0002</td>
<td>0.08</td>
</tr>
<tr>
<td>Absorber</td>
<td>1</td>
<td>0.2</td>
<td>0.18</td>
<td>0.01</td>
<td>0.08</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3.53</td>
<td>0.001</td>
<td>0.53</td>
<td>0.0003</td>
<td>0.06</td>
</tr>
<tr>
<td>Water 1</td>
<td>1</td>
<td>0.401</td>
<td>0.32</td>
<td>0.08</td>
<td>0.07</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.30</td>
<td>0.002</td>
<td>1.29</td>
<td>0.0004</td>
<td>0.2</td>
</tr>
<tr>
<td>Water 2</td>
<td>1</td>
<td>0.401</td>
<td>0.32</td>
<td>0.08</td>
<td>0.07</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.30</td>
<td>0.002</td>
<td>1.29</td>
<td>0.0004</td>
<td>0.2</td>
</tr>
</tbody>
</table>

4.2. Convergence of Solutions

To check the convergence, the numerical spectral radius and the number of iterations are compared for CMR and CMFD methods. The matrix forms of CMR and CMFD are in tri-diagonal form in slab geometry. Therefore, the CMR and CMFD equations are directly solved. Test problem 1 is considered. Fourier analysis is confirmed with various cases of coarseness and various scattering ratios. Tables IV, V, and VI show the numerical spectral radii and the number of iterations for $p=1$, $p=2$, and $p=4$, respectively. These results indicate the CMFD method has better convergence than the CMR method when the mesh size is small, but for a large mesh size the two methods exhibit similarly divergent behavior. These results are in agreement with the Fourier analysis.
Fig. 11. Distribution of fast scalar flux for various methods.

Fig. 12. Distribution of thermal scalar flux for various methods.
Table III. Fast and Thermal Flux Solutions by Various Methods

<table>
<thead>
<tr>
<th>x (cm)</th>
<th>Fast scalar flux</th>
<th>Thermal scalar flux</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IMGF</td>
<td>DD(SI)</td>
</tr>
<tr>
<td>0</td>
<td>80.0821</td>
<td>80.08967</td>
</tr>
<tr>
<td>1</td>
<td>81.7739</td>
<td>81.77441</td>
</tr>
<tr>
<td>2</td>
<td>84.8993</td>
<td>84.89926</td>
</tr>
<tr>
<td>3</td>
<td>87.6545</td>
<td>87.65400</td>
</tr>
<tr>
<td>4</td>
<td>88.9791</td>
<td>88.97816</td>
</tr>
<tr>
<td>5</td>
<td>88.2545</td>
<td>88.25319</td>
</tr>
<tr>
<td>6</td>
<td>85.2486</td>
<td>85.24730</td>
</tr>
<tr>
<td>7</td>
<td>80.1082</td>
<td>80.10713</td>
</tr>
<tr>
<td>8</td>
<td>73.3524</td>
<td>73.35152</td>
</tr>
<tr>
<td>9</td>
<td>65.8901</td>
<td>65.88962</td>
</tr>
<tr>
<td>10</td>
<td>59.1947</td>
<td>59.19892</td>
</tr>
<tr>
<td>11</td>
<td>56.6129</td>
<td>56.61649</td>
</tr>
<tr>
<td>12</td>
<td>55.4018</td>
<td>55.40516</td>
</tr>
<tr>
<td>13</td>
<td>51.4168</td>
<td>51.42089</td>
</tr>
<tr>
<td>14</td>
<td>45.0571</td>
<td>45.06128</td>
</tr>
<tr>
<td>15</td>
<td>34.8274</td>
<td>34.82835</td>
</tr>
<tr>
<td>17</td>
<td>18.1426</td>
<td>18.14178</td>
</tr>
<tr>
<td>18</td>
<td>13.2847</td>
<td>13.28441</td>
</tr>
<tr>
<td>19</td>
<td>5.44722</td>
<td>5.44691</td>
</tr>
</tbody>
</table>
### Table IV. Number of Iterations and Numerical Spectral Radius (p=1)

<table>
<thead>
<tr>
<th>h (^a) ((I)^b)</th>
<th>Source Iteration</th>
<th>CMR</th>
<th>CMFD</th>
</tr>
</thead>
<tbody>
<tr>
<td>c=0.8 (c)</td>
<td>c=0.9</td>
<td>c=1.0</td>
<td>c=0.8</td>
</tr>
<tr>
<td>0.01</td>
<td>79 (d)</td>
<td>145</td>
<td>684</td>
</tr>
<tr>
<td>0.02</td>
<td>79</td>
<td>145</td>
<td>694</td>
</tr>
<tr>
<td>0.1</td>
<td>79</td>
<td>145</td>
<td>694</td>
</tr>
<tr>
<td>0.2</td>
<td>79</td>
<td>145</td>
<td>693</td>
</tr>
<tr>
<td>1.0</td>
<td>78</td>
<td>144</td>
<td>686</td>
</tr>
<tr>
<td>2.0</td>
<td>78</td>
<td>143</td>
<td>665</td>
</tr>
</tbody>
</table>

\(a\): Total cross section (\(\sigma\)) \(x\) Mesh size of fine mesh (h), \(b\): Number of coarse meshes, \(c\): Scattering ratio, \(d\): Number of iterations, \(e\): Numerical spectral radius, \(f\): Not converged.

### Table V. Number of Iterations and Numerical Spectral Radius (p=2)

<table>
<thead>
<tr>
<th>h (^a) ((I)^b)</th>
<th>CMR</th>
<th>CMFD</th>
</tr>
</thead>
<tbody>
<tr>
<td>c=0.8 (d)</td>
<td>c=0.9</td>
<td>c=1.0</td>
</tr>
<tr>
<td>0.01</td>
<td>N.C. (c)</td>
<td>N.C.</td>
</tr>
<tr>
<td>0.02</td>
<td>N.C.</td>
<td>N.C.</td>
</tr>
<tr>
<td>0.1</td>
<td>34</td>
<td>163</td>
</tr>
<tr>
<td>0.2</td>
<td>17</td>
<td>31</td>
</tr>
<tr>
<td>1.0</td>
<td>21</td>
<td>24</td>
</tr>
<tr>
<td>2.5</td>
<td>36</td>
<td>46</td>
</tr>
</tbody>
</table>

\(a\): Total cross section (\(\sigma\)) \(x\) Mesh size of fine mesh (h), \(b\): Number of coarse meshes, \(c\): Not converged, \(d\): Scattering ratio, \(e\): Number of iterations, \(f\): Numerical spectral radius.
Table VI. Number of Iterations and Numerical Spectral Radius (p=4)

<table>
<thead>
<tr>
<th>h^a (I^b)</th>
<th>CMR</th>
<th></th>
<th>CMFD</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>c=0.8</td>
<td>c=0.9</td>
<td>c=1.0</td>
<td>c=0.8^d</td>
<td>c=0.9</td>
</tr>
<tr>
<td>0.01 (250)</td>
<td>N.C.</td>
<td>N.C.</td>
<td>N.C.</td>
<td>11^e</td>
</tr>
<tr>
<td>0.02 (125)</td>
<td>N.C.</td>
<td>N.C.</td>
<td>N.C.</td>
<td>11</td>
</tr>
<tr>
<td>0.05 (50)</td>
<td>34</td>
<td>169</td>
<td>N.C.</td>
<td>11</td>
</tr>
<tr>
<td>0.1 (25)</td>
<td>18</td>
<td>32</td>
<td>90</td>
<td>12</td>
</tr>
<tr>
<td>0.625 (4)</td>
<td>29</td>
<td>35</td>
<td>46</td>
<td>29</td>
</tr>
<tr>
<td>0.8333 (3)</td>
<td>31</td>
<td>40</td>
<td>56</td>
<td>33</td>
</tr>
<tr>
<td>1.25 (2)</td>
<td>45</td>
<td>62</td>
<td>97</td>
<td>45</td>
</tr>
</tbody>
</table>

^a: Total cross section (σ) x Mesh size of fine mesh (h),  ^b: Number of coarse meshes,  ^c: Not converged,  ^d: Scattering ratio,  ^e: Number of iterations,  ^f: Numerical spectral radius.

4.3 Convergence for eigenvalue problems

To check convergence of the CMR and the CMFD acceleration methods for eigenvalue problems, the calculation procedure is depicted in the Fig. 13. Either CMR or CMFD method is used as low-order solver and the within-group inner matrix, which is tri-diagonal, is solved by direct inversion. The criterion of transport fission source is given as 1.0E-8. The test problem is given in Fig. 14, which is composed of two regions with seven energy groups. The diamond differencing (DD) scheme is used for the high-order transport calculation. S16 Gauss-Legendre quadrature set is used. The cross section data are given in Table VII and scattering matrices of fuel and reflector regions are given in Table VII and Table IX, respectively. It is tested for various coarse meshes with various numbers of outer iterations. The results are reported in Table XI, XII, and XIII with number of fine meshes per coarse mesh of 1, 2, and 4, respectively. We note that the number of outer iterations of CMFD and CMR depends on the number of power iterations.
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Fig. 13. Algorithm for eigenvalue problem.

Fig. 14. Configuration of eigenvalue problem.

Table VII. Cross Sections for Eigenvalue Problem

<table>
<thead>
<tr>
<th>Group</th>
<th>Fuel $\sigma_g$</th>
<th>Fuel $\sigma_g$</th>
<th>Reflector $\sigma_g$</th>
<th>Fission yield $\langle \chi_g \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.17017</td>
<td>0.011734</td>
<td>0.159206</td>
<td>0.58791</td>
</tr>
<tr>
<td>2</td>
<td>0.36439</td>
<td>0.0011843</td>
<td>0.41297</td>
<td>0.41176</td>
</tr>
<tr>
<td>3</td>
<td>0.52726</td>
<td>0.0090086</td>
<td>0.59031</td>
<td>3.3906E-4</td>
</tr>
<tr>
<td>4</td>
<td>0.56743</td>
<td>0.025498</td>
<td>0.58435</td>
<td>1.1761E-7</td>
</tr>
<tr>
<td>5</td>
<td>0.48526</td>
<td>0.024833</td>
<td>0.71800</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0.77092</td>
<td>0.11372</td>
<td>1.25445</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>1.52150</td>
<td>0.28451</td>
<td>2.65038</td>
<td>0</td>
</tr>
</tbody>
</table>
### Table VIII. Scattering Matrix for Fuel Region

<table>
<thead>
<tr>
<th>Group</th>
<th>$\sigma_{g\rightarrow 1}$</th>
<th>$\sigma_{g\rightarrow 2}$</th>
<th>$\sigma_{g\rightarrow 3}$</th>
<th>$\sigma_{g\rightarrow 4}$</th>
<th>$\sigma_{g\rightarrow 5}$</th>
<th>$\sigma_{g\rightarrow 6}$</th>
<th>$\sigma_{g\rightarrow 7}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.093065</td>
<td>0.071854</td>
<td>3.0578E-4</td>
<td>1.5596E-6</td>
<td>2.2073E-8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.30694</td>
<td>0.054988</td>
<td>2.5924E-4</td>
<td>1.9961E-5</td>
<td>3.0975E-6</td>
<td>4.3477E-7</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0.40587</td>
<td>0.097299</td>
<td>7.2488E-3</td>
<td>1.1276E-3</td>
<td>2.1468E-4</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.29505</td>
<td>0.18417</td>
<td>0.027766</td>
<td>5.2886E-3</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.10227E-4</td>
<td>0.21492</td>
<td>0.22444</td>
<td>0.026147</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.6986E-3</td>
<td>0.45563</td>
<td>0.24442</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.065389</td>
<td>1.28590</td>
</tr>
</tbody>
</table>

### Table IX. Scattering Matrix for Reflector Region

<table>
<thead>
<tr>
<th>Group</th>
<th>$\sigma_{g\rightarrow 1}$</th>
<th>$\sigma_{g\rightarrow 2}$</th>
<th>$\sigma_{g\rightarrow 3}$</th>
<th>$\sigma_{g\rightarrow 4}$</th>
<th>$\sigma_{g\rightarrow 5}$</th>
<th>$\sigma_{g\rightarrow 6}$</th>
<th>$\sigma_{g\rightarrow 7}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.4477E-3</td>
<td>0.1134</td>
<td>7.2347E-4</td>
<td>3.7499E-6</td>
<td>5.3184E-8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.282334</td>
<td>0.12994</td>
<td>6.2340E-4</td>
<td>4.8002E-5</td>
<td>7.4486E-6</td>
<td>1.0455E-6</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0.345256</td>
<td>0.022457</td>
<td>1.6999E-2</td>
<td>2.6443E-3</td>
<td>5.0344E-4</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0.091028</td>
<td>0.41551</td>
<td>0.063732</td>
<td>1.2139E-2</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7.1437E-5</td>
<td>0.139138</td>
<td>0.51182</td>
<td>6.1229E-2</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.2157E-3</td>
<td>0.699913</td>
<td>0.53732</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.13244</td>
<td>2.4807</td>
</tr>
</tbody>
</table>

### Table X. Number of Outer Iterations for CMR and CMFD (p=1)

<table>
<thead>
<tr>
<th># of power iterations</th>
<th>CMR</th>
<th>CMFD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.05 cm (400$^b$)</td>
<td>0.1 cm (200)</td>
</tr>
<tr>
<td>1</td>
<td>N.C. $^c$</td>
<td>50 $^d$</td>
</tr>
<tr>
<td>2</td>
<td>N.C.</td>
<td>37</td>
</tr>
<tr>
<td>3</td>
<td>N.C.</td>
<td>N.C.</td>
</tr>
</tbody>
</table>

$^a$: Mesh size of fine mesh (cm),  
$^b$: Number of coarse meshes,  
$^c$: Not converged,  
$^d$: Number of outer iterations,

*Numbers of source iterations are 354(h=0.05), 354(h=0.1), 352(h=0.5), and 349(h=1.0).

**Multiplication factors (k-eff) are 0.975108(h=0.05), 0.975107(h=0.1), 0.975067(h=0.5), and 0.974943(h=1.0).
Table XI. Number of Outer Iterations for CMR and CMFD (p=2)

<table>
<thead>
<tr>
<th># of power iterations</th>
<th>CMR</th>
<th>CMFD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.05 cm (200)</td>
<td>0.1 cm (100)</td>
</tr>
<tr>
<td>1</td>
<td>50 (^c)</td>
<td>50</td>
</tr>
<tr>
<td>2</td>
<td>37</td>
<td>37</td>
</tr>
<tr>
<td>3</td>
<td>N.C. (^d)</td>
<td>36</td>
</tr>
</tbody>
</table>

\(^a\): Mesh size of fine mesh (cm), \(^b\): Number of coarse meshes, \(^c\): Number of outer iterations, \(^d\): Not converged.

Table XII. Number of Outer Iterations for CMR and CMFD (p=4)

<table>
<thead>
<tr>
<th># of power iterations</th>
<th>CMR</th>
<th>CMFD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.05 cm (100)</td>
<td>0.1 cm (50)</td>
</tr>
<tr>
<td>1</td>
<td>50 (^c)</td>
<td>49</td>
</tr>
<tr>
<td>2</td>
<td>38</td>
<td>38</td>
</tr>
<tr>
<td>3</td>
<td>36</td>
<td>26</td>
</tr>
</tbody>
</table>

\(^a\): Mesh size of fine mesh (cm), \(^b\): Number of coarse meshes, \(^c\): Number of outer iterations, \(^d\): Not converged.

5. CONCLUSIONS

The coarse mesh rebalance (CMR) and coarse mesh finite difference (CMFD) methods are appealing acceleration methods for the neutron transport calculations. This is because it is extremely simple to apply them regardless of the discretization schemes of the transport equation. The coarse mesh can be chosen conveniently as simple in shape and size and overlayed on the fine meshes. The fine meshes inside a coarse mesh can be irregular and unstructured, depending on the solution scheme of the transport sweep.

This report presented convergence analyses (linearized Fourier analyses) of the two acceleration methods with comparison. As is known in the literature, CMR is conditionally stable in that it is unstable for mesh size too small or too large. As the number of fine meshes in a coarse mesh
increases, CMR tends to be stable but becomes ineffective. The results of the study in this report show for the CMFD method that it is also conditionally stable. The behavior of the spectral radius of the CMFD method is reminiscent of and similar to that of the inconsistent DSA. The CMFD method is fast converging when the mesh size is small as is DSA, but it becomes divergent or ineffective as the mesh size increases as does CMR. These results of convergence analyses are in agreement with the numerical results of the test problems solved. Similar results are also obtained for eigenvalue problems.
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APPENDIX A: Iteration Matrices of CMR and CMFD

A-1. General Form of Eigenvalues of CMR and CMFD Iteration Matrices [1]

Eqs. (23) and (51) in Section 3 can be rewritten as

\[ \omega A = (H - \eta \times U \cdot V \cdot (I - H)) A = LA, \quad (A1) \]

where

\[ \eta_{CMR} = \frac{hc}{2\gamma \sin^2(\tau) + ph(1 - c)}, \quad \text{CMR} \]

\[ \eta_{CMFD} = \frac{hc}{\{4 \sin^2(\tau)/(3ph) + ph(1 - c)\}}, \quad \text{CMFD} \]

\[ V = [\exp(j\tau(1 - p)) \cdots \exp(j\tau(p - 1))], \quad U = [\exp(j\tau(p - 1)) \cdots \exp(j\tau(1 - p))]^T. \]

\[ A = [A_{(i-1)p+1} \cdots A_{(i-1)p}]^T, \]

\[ M = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 1 & 0 \\ \vdots & \vdots & \vdots \\ 1 & 0 & 1 \end{pmatrix}, \quad I = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ \vdots & \vdots & \vdots \\ 0 & 0 & 1 \end{pmatrix}, \]

\[ K = \frac{1}{j} [\exp(j\tau)M - \exp(-j\tau)I] \times [\exp(j\tau)M + \exp(-j\tau)I]^{-1}, \quad \tau = \lambda h/2, \]

\[ H = \frac{c}{2} \sum_{n=1}^{N} w_n [I + (2\mu_n/h)^2 K \cdot K]^{-1}. \]

The spectral radius is the largest eigenvalue \( |\omega| \) of the matrix \( L \).

If \( p=1 \),

\[ \omega = \kappa \cdot \frac{hc(\kappa - 1)}{2\gamma \sin^2(\tau) + h(1 - c)}, \quad (A2) \]

where \( \kappa = \frac{c}{2} \sum_{n=1}^{N} \frac{w_n}{1 + (2\mu_n \tan(\tau)/h)^2} = \omega_{Sr}. \)
A-2. Asymptotic Analysis of Spectral Radius

1) Fine mesh rebalance (p=1)

Eigenvalues of CMR and CMFD:

\[ \omega = \omega_{SI} + \eta (\omega_{SI} - 1), \]  

where

\[ \omega_{SI} = \frac{c}{2} \sum_{n=1}^{N} \frac{w_n}{1 + \mu_n^2 \tan^2(\lambda h/2)/(h/2)^2}, \]  

\[ \eta_{CMR} = \frac{hc}{2\gamma \sin^2(\lambda h/2) + h(1-c)}, \quad \text{CMR} \]  

\[ \eta_{CMFD} = \frac{hc}{\{4\sin^2(\lambda h/2)/(3h) + h(1-c)\}}, \quad \text{CMFD} \]  

Let us define

\[ \Lambda = \frac{\tan(\lambda h/2)}{h/2}, \]  

then

\[ \sin^2(\lambda h/2) = \frac{\sin^2(\lambda h/2)}{\cos^2(\lambda h/2) + \sin^2(\lambda h/2)} = \frac{\tan^2(\lambda h/2)}{1 + \tan^2(\lambda h/2)} = \frac{(\Lambda h/2)^2}{1 + (\Lambda h/2)^2}. \]  

Note that \( \Lambda \) approaches \( \lambda \) and \( \infty \) as \( h \to 0 \) and \( h \to \infty \), respectively.

Rewriting eigenvalue of CMR

\[ \omega_{CMR} = \omega_{SI} + \frac{c(\omega_{SI} - 1)}{2\gamma \frac{hc}{h + (\Lambda h/2)^2} + (1-c)}. \]  

Rewriting eigenvalue of CMFD

\[ \omega_{CMFD} = \omega_{SI} + \frac{c(\omega_{SI} - 1)}{4 \frac{(\Lambda h/2)^2}{3h^2} + (1-c)}. \]  

and

\[ \omega_{SI} = \frac{c}{2} \sum_{n=1}^{N} \frac{w_n}{1 + \mu_n^2 \Lambda^2}. \]
a) Small optical thickness ($h \to 0$)

If $h \to 0$, then

$$\frac{2\gamma}{h} \frac{(\Lambda h/2)^2}{1+(\Lambda h/2)^2} \to 0,$$

(A12)

the eigenvalue of CMR is obtained as

$$\omega_{CMR} = \omega_{SI} + \frac{c(\omega_{SI} - 1)}{1-c} = \frac{\omega_{SI} - c}{1-c},$$

(A13)

$$|\omega_{CMR}| \leq \frac{c}{1-c}.$$  

(A14)

If $h \to 0$, then

$$\frac{4}{3h^2} \frac{(\Lambda h/2)^2}{1+(\Lambda h/2)^2} \to \frac{\Lambda^2}{3},$$

(A15)

the eigenvalue of CMFD is obtained as

$$\omega_{CMFD} = \omega_{SI} + \frac{c(\omega_{SI} - 1)}{\Lambda^2 + (1-c)}.$$  

(A16)

$$|\omega_{CMFD}| = |\omega_{DSI}| < 0.2247c.$$  

(A17)

b) Large optical thickness ($h \to \infty$)

If $h \to \infty$, then

$$\frac{2\gamma}{h} \frac{(\Lambda h/2)^2}{1+(\Lambda h/2)^2} \to 0,$$

(A18)

the eigenvalue of CMR is

$$\omega_{CMR} = \omega_{SI} + \frac{c(\omega_{SI} - 1)}{(1-c)} = \frac{\omega_{SI} - c}{1-c},$$

(A19)

$$|\omega_{CMR}| \leq \frac{c}{1-c}.$$  

(A20)

If $h \to \infty$, then

$$\frac{4}{3h^2} \frac{(\Lambda h/2)^2}{1+(\Lambda h/2)^2} \to 0,$$

(A21)

the eigenvalue of CMFD is

$$\omega_{CMFD} = \omega_{SI} + \frac{c(\omega_{SI} - 1)}{(1-c)} = \frac{\omega_{SI} - c}{1-c},$$

(A22)

$$|\omega_{CMFD}| \leq \frac{c}{1-c}.$$  

(A23)
Table A-I. Behavior of Spectral Radius ($p=1$)

<table>
<thead>
<tr>
<th></th>
<th>$h \to 0$</th>
<th>$h \to \infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spectral Radius of CMR</td>
<td>$c/(1-c)$</td>
<td>$c/(1-c)$</td>
</tr>
<tr>
<td>Spectral Radius of CMFD</td>
<td>$&lt; 0.2247c$</td>
<td>$c/(1-c)$</td>
</tr>
</tbody>
</table>

Fig. A-1. Spectral radius of CMR for various scattering ratios for $p=1$.

Fig. A-2. Spectral radius of CMFD for various scattering ratios for $p=1$. 
2) Coarse mesh rebalance with even p

General form of eigenvalues of CMR and CMFD:

\[ \omega A = (H - \eta \times U \cdot V \cdot (I - H)) A = L A, \quad (A1) \]

where

\[ \eta_{CMR} = \frac{hc}{2\gamma \sin^2 (p\lambda h/2) + ph(1-c)}, \quad (A24) \]
\[ \eta_{CMFD} = \frac{hc}{\{4\sin^2 (p\lambda h/2)\}/(3ph) + ph(1-c)}. \quad (A25) \]

a) Small optical thickness (\( h \to 0 \))

It needs more complicated matrix algebra. Thus, the numerical eigenvalues of iteration matrices are reported in this study.

If \( h \to 0 \), then

\[ |\omega_{CMR}| \leq \frac{c}{(1-c)}, \quad (A26) \]

and

\[ |\omega_{CMFD}| = |\omega_{DSA}| < 0.2247c. \quad (A27) \]

b) Large optical thickness (\( h \to \infty \))

If \( h \to \infty \) for \( c < 1 \), then

\[ \eta_{CMR} = \frac{hc}{2\gamma \sin^2 (p\lambda h/2) + ph(1-c)} \to \frac{c}{p(1-c)}. \quad (A28) \]

The matrix is

\[ H = \frac{c}{2} \sum_{n=1}^{N} w_n [I + (2\mu_n / h)^2 K \cdot K]^{-1} \approx \frac{c}{2} \sum_{n=1}^{N} w_n [I]^{-1} = cI, \quad (A29) \]
\[ L_{CMR} = cI - \frac{c}{p(1-c)} \times U \cdot V \cdot (1-c)I = c(I - \frac{1}{p} \times U \cdot V), \quad (A30) \]

and the spectral radius (\( \rho \)) is obtained from the following corollary.

**Corollary 1.** (R.S. Varga, Matrix Iterative Analysis, p.17)

If \( L = (L_{m,n}) \) is an arbitrary \( p \times p \) complex matrix, and

\[ \nu = \max_{m} \sum_{n=1}^{p} |L_{m,n}|, \quad (A31) \]

then \( \rho(L) \leq \nu. \)
Knowing
\[
UV = \begin{pmatrix}
1 & \exp(2j\tau) & \exp(4j\tau) \\
\exp(-2j\tau) & 1 & \exp(2j\tau) \\
& & \ddots & \ddots & \ddots \\
& & & \exp(-2j\tau) & 1
\end{pmatrix}, \tag{A32}
\]

\[
\sum_{n=1}^{N} |L_{m,n}| = |1 - \frac{1}{p}| + \frac{1}{p} |\exp(-2jm - 1)| + \frac{1}{p} |\exp(-2jm - 2)| + \cdots + \frac{1}{p} |\exp(2jm)| = (1 - \frac{1}{p}) + \frac{1}{p} + \frac{1}{p} + \cdots
\]
\[
= (1 - \frac{1}{p}) + \frac{p-1}{p} = 2(1 - \frac{1}{p}). \tag{A33}
\]
Therefore,
\[
\rho(L_{CMR}) \leq 2c(1 - \frac{1}{p}). \tag{A34}
\]

In the same way, if \( h \to \infty \) for \( c < 1 \), then
\[
\eta_{CMFD} = \frac{hc}{4\sin^2(p\tau)/((3ph) + ph(1-c) \to \frac{c}{p(1-c)}}. \tag{A35}
\]
The matrix is
\[
L_{CMFD} = cI - \frac{c}{p(1-c)} \times U \cdot V \cdot (1-c)I = c(I - \frac{1}{p} \times U \cdot V), \tag{A36}
\]
and the spectral radius is
\[
\rho(L_{CMR}) \leq 2c(1 - \frac{1}{p}). \tag{A37}
\]
Numerical tests show that the spectral radius (\( \rho \)) approaches \( c \).

3) Coarse mesh rebalance with odd \( p \)

a) Small optical thickness (\( h \to 0 \))
The results are similar to even \( p \).
If \( h \to 0 \), then
\[
|\omega_{CMR}| \leq \frac{c}{(1-c)}, \tag{A38}
\]
and
\[
|\omega_{CMFD}| = |\omega_{DSA}| < 0.2247c. \tag{A39}
\]
b) Large optical thickness \( h \to \infty \)

\[
H = \frac{c}{2} \sum_{n=1}^{N} w_n \left[ I + \frac{(2\mu_n}{h})^2 K \cdot K \right]^{-1}
\]
becomes nearly singular. Thus, it is noted that the behavior of odd \( p \) is similar to \( p=1 \) from numerical eigenvalues of the iteration matrix.

<table>
<thead>
<tr>
<th>Table A-II. Behavior of Spectral Radius (( p&gt;1 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( h \to 0 )</td>
</tr>
<tr>
<td>( c )</td>
</tr>
<tr>
<td>( c \to 1 )</td>
</tr>
</tbody>
</table>

* from numerical eigenvalue of iteration matrix.
Fig. A-3. Spectral radius of CMR for various scattering ratios for odd p’s (c=0.9).

Fig. A-4. Spectral radius of CMR for various scattering ratios for even p’s (c=0.9999, 0.9).
Fig. A-5. Spectral radius of CMFD for various scattering ratios for odd p’s (c=0.9).

Fig. A-6. Spectral radius of CMFD for various scattering ratios for even p’s (c=0.9999, 0.9).
References for Appendix A

APPENDIX B: Partial Current CMFD (pCMFD) Method

B-1. Derivation of partial current coarse mesh finite difference (pCMFD) method

To improve the CMFD, a partial current-based coarse mesh finite difference method (pCMFD) was developed [1,2,3], in which two correction coefficients are introduced at an interface between two coarse-mesh cells such that partial current are preserved. The results of numerical experiments and Fourier analysis indicate that pCMFD performs better than CMFD.

\begin{align*}
J_{i+1/2}^{l+1/2} &= \frac{1}{2} \sum_{n=1}^{N} w_n \mu_{n} \psi_{n,i+1/2}^{l+1/2}. \\
J_{i+1/2}^{-J} &= \frac{1}{2} \sum_{n=1}^{N} w_n |\mu_{n}| \psi_{n,i+1/2}^{-J}.
\end{align*}

\begin{align*}
J_{i+1/2}^{J+} &= \frac{1}{2} \sum_{n=1}^{N} w_n \mu_{n} \psi_{n,i+1/2}^{J+}.
\end{align*}

\begin{align*}
J_{i+1/2}^{J-} &= \frac{1}{2} \sum_{n=N/2+1}^{N} w_n |\mu_{n}| \psi_{n,i+1/2}^{J-}.
\end{align*}

\begin{align*}
J_{i+1/2}^{+J} &= \frac{-2J_{i+1/2}^{J+} + \tilde{D}_{i+1/2}^{J+}(\phi_{i+1/2}^{J+} - \phi_{i}^{J+})}{2\phi_{i}^{J+}},
\end{align*}

\begin{align*}
J_{i+1/2}^{-J} &= \frac{2J_{i+1/2}^{J-} - \tilde{D}_{i+1/2}^{J-}(\phi_{i+1/2}^{J-} - \phi_{i}^{J-})}{2\phi_{i}^{J-}},
\end{align*}

\begin{align*}
J_{i+1/2}^{J+} - J_{i+1/2}^{-J} &= J_{i+1/2}^{J+} = -\tilde{D}_{i+1/2} \left( \phi_{i+1/2}^{J+} - \phi_{i}^{J+} \right) - (\tilde{D}_{i+1/2}^{+} \phi_{i+1/2}^{J+} + \tilde{D}_{i+1/2}^{-} \phi_{i+1/2}^{J+}).
\end{align*}

If Eq. (B8) is substituted into the neutron continuity equation after replacing \( l+1/2 \) by \( l+1 \), the CMFD equation for coarse mesh \( i \) with current correction results as:

\begin{align*}
-\tilde{D}_{i+1/2}^{J+} \phi_{i}^{J+} - \phi_{i+1/2}^{J+} - (\tilde{D}_{i+1/2}^{+J} + \tilde{D}_{i+1/2}^{-}) \phi_{i+1/2}^{J+} &+ \tilde{D}_{i+1/2}^{+} \phi_{i+1/2}^{J+} + \tilde{D}_{i+1/2}^{-} \phi_{i+1/2}^{J+}
+ h_{i}(\sigma_{i} - \sigma_{u}) \phi_{i}^{J+} = h_{i} q_{i}.
\end{align*}

Rewriting Eq. (B9), we obtain

\begin{align*}
-\left(\tilde{D}_{i+1/2}^{+J} + \tilde{D}_{i+1/2}^{-} \right) \phi_{i+1/2}^{J+} - (\tilde{D}_{i+1/2}^{+} - \tilde{D}_{i+1/2}^{-}) \phi_{i+1/2}^{J+} &+ (\tilde{D}_{i+1/2}^{+} - \tilde{D}_{i+1/2}^{-} \phi_{i+1/2}^{J+} + \tilde{D}_{i+1/2}^{+} \phi_{i+1/2}^{J+} + h_{i}(\sigma_{i} - \sigma_{u}) \phi_{i}^{J+} = h_{i} q_{i}.
\end{align*}
### Table B-I. Number of Iterations and Numerical Spectral Radius (p=1)

<table>
<thead>
<tr>
<th>$h$</th>
<th>Source</th>
<th>Iteration</th>
<th>pCMFD</th>
<th>CMFD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>c=0.8</td>
<td>c=0.9</td>
<td>c=1.0</td>
<td>c=0.8</td>
</tr>
<tr>
<td>0.01</td>
<td>79</td>
<td>145</td>
<td>684</td>
<td>11</td>
</tr>
<tr>
<td>(1000)</td>
<td>0.7806</td>
<td>0.8781</td>
<td>0.9757</td>
<td>0.1536</td>
</tr>
<tr>
<td>0.02</td>
<td>79</td>
<td>145</td>
<td>694</td>
<td>11</td>
</tr>
<tr>
<td>(500)</td>
<td>0.7806</td>
<td>0.8781</td>
<td>0.9757</td>
<td>0.1546</td>
</tr>
<tr>
<td>0.1</td>
<td>79</td>
<td>145</td>
<td>694</td>
<td>11</td>
</tr>
<tr>
<td>(100)</td>
<td>0.7806</td>
<td>0.8781</td>
<td>0.9757</td>
<td>0.1611</td>
</tr>
<tr>
<td>0.2</td>
<td>79</td>
<td>145</td>
<td>693</td>
<td>11</td>
</tr>
<tr>
<td>(50)</td>
<td>0.7806</td>
<td>0.8781</td>
<td>0.9757</td>
<td>0.1658</td>
</tr>
<tr>
<td>1.0</td>
<td>78</td>
<td>144</td>
<td>686</td>
<td>11</td>
</tr>
<tr>
<td>(10)</td>
<td>0.7803</td>
<td>0.8779</td>
<td>0.9754</td>
<td>0.1387</td>
</tr>
<tr>
<td>2.0</td>
<td>78</td>
<td>143</td>
<td>665</td>
<td>24</td>
</tr>
<tr>
<td>(5)</td>
<td>0.7797</td>
<td>0.8772</td>
<td>0.9746</td>
<td>0.4226</td>
</tr>
</tbody>
</table>

a: Total cross section (\(\sigma\)) x Mesh size of fine mesh (h),  
b: Number of coarse meshes,  
c: Scattering ratio,  
d: Number of iterations,  
e: Numerical spectral radius,  
f: Not converged.

### Table B-II. Number of Iterations and Numerical Spectral Radius (p=2)

<table>
<thead>
<tr>
<th>$h$</th>
<th>pCMFD</th>
<th>CMFD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>c=0.8</td>
<td>c=0.9</td>
</tr>
<tr>
<td>0.01</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>(500)</td>
<td>0.1548</td>
<td>0.1821</td>
</tr>
<tr>
<td>0.02</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>(250)</td>
<td>0.1571</td>
<td>0.1851</td>
</tr>
<tr>
<td>0.1</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>(50)</td>
<td>0.1789</td>
<td>0.2100</td>
</tr>
<tr>
<td>0.2</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>(25)</td>
<td>0.2011</td>
<td>0.2397</td>
</tr>
<tr>
<td>1.0</td>
<td>21</td>
<td>24</td>
</tr>
<tr>
<td>(5)</td>
<td>0.4322</td>
<td>0.4987</td>
</tr>
<tr>
<td>2.5</td>
<td>24</td>
<td>30</td>
</tr>
<tr>
<td>(3)</td>
<td>0.4445</td>
<td>0.5157</td>
</tr>
</tbody>
</table>

a: Total cross section (\(\sigma\)) x Mesh size of fine mesh (h),  
b: Number of coarse meshes,  
c: Scattering ratio,  
d: Number of iterations,  
e: Numerical spectral radius,  
f: Not converged.
<table>
<thead>
<tr>
<th>h</th>
<th>pCMFD</th>
<th>CMFD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>c=0.8</td>
<td>c=0.9</td>
</tr>
<tr>
<td>0.01</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>(250)</td>
<td>0.1572</td>
<td>0.1853</td>
</tr>
<tr>
<td>0.02</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>(125)</td>
<td>0.1635</td>
<td>0.1903</td>
</tr>
<tr>
<td>0.05</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>(50)</td>
<td>0.1899</td>
<td>0.2130</td>
</tr>
<tr>
<td>0.1</td>
<td>13</td>
<td>15</td>
</tr>
<tr>
<td>(25)</td>
<td>0.2121</td>
<td>0.2518</td>
</tr>
<tr>
<td>0.625</td>
<td>29</td>
<td>34</td>
</tr>
<tr>
<td>(4)</td>
<td>0.5492</td>
<td>0.6250</td>
</tr>
<tr>
<td>0.8333</td>
<td>31</td>
<td>40</td>
</tr>
<tr>
<td>(3)</td>
<td>0.5374</td>
<td>0.6128</td>
</tr>
<tr>
<td>1.25</td>
<td>45</td>
<td>62</td>
</tr>
<tr>
<td>(2)</td>
<td>0.6572</td>
<td>0.7394</td>
</tr>
</tbody>
</table>

a: Total cross section (\(\sigma\)) x Mesh size of fine mesh (h), b: Number of coarse meshes, c: Scattering ratio, d: Number of iterations, e: Numerical spectral radius, f: Not converged.
B-2. Linearization of pCMFD Equation

\[-(\bar{D}_{i+1/2} + \bar{D}_{i-1/2}) \phi_{i}^{l}\]  
\[+ (\bar{D}_{i+1/2} - \bar{D}_{i-1/2} + \hat{D}_{i-1/2} + h_i (\sigma_i - \sigma_{\text{a}})) \phi_{i+1}^{l} = h_i q_i . \]  
\hspace{1cm}(B13)

\[\hat{D}_{i+1/2} = - \frac{2 J_{i+1/2}}{2 \phi_{i+1/2}} + \bar{D}_{i+1/2} \phi_{i+1/2} - \phi_{i+1/2}.\]  
\hspace{1cm}(B14)

\[\hat{D}_{i-1/2} = \frac{2 J_{i-1/2} - \bar{D}_{i+1/2} (\phi_{i+1/2} - \phi_{i-1/2})}{2 \phi_{i+1/2}},\]  
\hspace{1cm}(B15)

Define the following ansatz:

\[\phi_{i}^{l} = Q / \sigma_{a} (1 + \epsilon \xi_{i}^{l}).\]  
\hspace{1cm}(B16)

\[\phi_{i+1/2} = Q / \sigma_{a} (1 + \epsilon \xi_{i+1/2}).\]  
\hspace{1cm}(B17)

\[\psi_{i+1/2} = Q / \sigma_{a} (1 + \epsilon \xi_{i+1/2}).\]  
\hspace{1cm}(B18)

Eq. (B13) \Rightarrow

\[\left\{ \begin{align*}
-1/(3 ph) + \frac{2}{2} \sum_{n=N/2+1}^{N} w_n \left[ \mu_n \left( 1 + \epsilon \xi_{\text{n},i+1/2} \right) - \epsilon (\xi_{i+1/2} - \xi_{i+1/2}) / (3 ph) \right] \frac{Q}{\sigma_{a} (1 + \epsilon \xi_{i+1/2})} \\
-1/(3 ph) + \frac{2}{2} \sum_{n=1}^{N/2} w_n \left[ \mu_n \left( 1 + \epsilon \xi_{\text{n},i+1/2} \right) + \epsilon (\xi_{i+1/2} - \xi_{i+1/2}) / (3 ph) \right] \frac{Q}{\sigma_{a} (1 + \epsilon \xi_{i+1/2})} \\
+1/(3 ph) + \frac{2}{2} \sum_{n=1}^{N/2} w_n \left[ \mu_n \left( 1 + \epsilon \xi_{\text{n},i+1/2} \right) + \epsilon (\xi_{i+1/2} - \xi_{i+1/2}) / (3 ph) \right] \frac{Q}{\sigma_{a} (1 + \epsilon \xi_{i+1/2})} \\
+1/(3 ph) + \frac{2}{2} \sum_{n=N/2+1}^{N} w_n \left[ \mu_n \left( 1 + \epsilon \xi_{\text{n},i+1/2} \right) - \epsilon (\xi_{i+1/2} - \xi_{i+1/2}) / (3 ph) \right] \frac{Q}{\sigma_{a} (1 + \epsilon \xi_{i+1/2})} \\
+ \epsilon \sigma_{a} Q / \sigma_{a} (1 + \epsilon \xi_{i+1/2}) = \epsilon Q.
\end{align*} \right.\]  
\hspace{1cm}(B19)

\[Q / \sigma_{a} (1 + \epsilon \xi_{k}^{l}) = Q / \sigma_{a} (1 + \epsilon \xi_{k}^{l}) - \frac{Q / \sigma_{a} (1 + \epsilon \xi_{k}^{l})}{\frac{1}{p} \sum_{k} Q / \sigma_{a} (1 + \epsilon \xi_{k}^{l})}.\]  
\hspace{1cm}(B20)

Multiplying \((1 + \epsilon \xi_{i+1/2})(1 + \epsilon \xi_{i+1/2})(1 + \epsilon \xi_{i+1/2})\) on both sides of Eq. (B19), then
\[ - (1 + \varepsilon_{\ell i}^{l+1/2})(1 + \varepsilon_{\ell i-1}^{l+1/2}) \times \left\{ \frac{1}{2} \sum_{n=N/2+1}^{N} w_n \left| \mu_n \right| (1 + \varepsilon_{\sigma_n,i}^{l+1/2}) - \varepsilon (\sigma_{i+1/2} - \sigma_i^{l+1/2}) / (6 ph) \right\} Q / \sigma_a (1 + \varepsilon_{\sigma_i}^{l+1/2}) \]

\[ + (1 + \varepsilon_{\sigma_i}^{l+1/2})(1 + \varepsilon_{\sigma_{i+1}}^{l+1/2}) \times \left\{ \frac{1}{2} \sum_{n=1}^{N/2} w_n \left| \mu_n \right| (1 + \varepsilon_{\sigma_{n+1/2}}^{l+1/2}) + \varepsilon (\sigma_{i+1/2} - \sigma_i^{l+1/2}) / (6 ph) \right\} Q / \sigma_a (1 + \varepsilon_{\sigma_i}^{l+1/2}) \]

\[ + (1 + \varepsilon_{\sigma_i}^{l+1/2})(1 + \varepsilon_{\sigma_{i+1}}^{l+1/2}) \times \left\{ \frac{1}{2} \sum_{n=N/2+1}^{N} w_n \left| \mu_n \right| (1 + \varepsilon_{\sigma_{n+1/2}}^{l+1/2}) - \varepsilon (\sigma_{i+1/2} - \sigma_i^{l+1/2}) / (6 ph) \right\} Q / \sigma_a (1 + \varepsilon_{\sigma_i}^{l+1/2}) \]

\[ - 1/(3 ph)(1 + \varepsilon_{\sigma_i}^{l+1/2})(1 + \varepsilon_{\sigma_{i+1}}^{l+1/2}) Q / \sigma_a (1 + \varepsilon_{\sigma_i}^{l+1/2}) \]

\[ + (2/(3 ph) + h\rho \sigma_a)(1 + \varepsilon_{\sigma_i}^{l+1/2})(1 + \varepsilon_{\sigma_{i+1}}^{l+1/2}) Q / \sigma_a (1 + \varepsilon_{\sigma_i}^{l+1/2}) \]

\[ = h\rho Q (1 + \varepsilon_{\sigma_i}^{l+1/2})(1 + \varepsilon_{\sigma_{i+1}}^{l+1/2}) (1 + \varepsilon_{\sigma_{i+1/2}}^{l+1/2}) \]  \hspace{1cm} (B20)

From Eq. (B20), selecting \( O(1) \) term is automatically satisfied.

Neglecting \( O(\varepsilon^2) \) and choosing \( O(\varepsilon) \) term,

\[ - \left\{ \frac{1}{2} \sum_{n=N/2+1}^{N} w_n \left| \mu_n \right| \sigma_{n+1/2} - (\sigma_{i+1/2} - \sigma_i^{l+1/2}) / (6 ph) \right\} \]

\[ - \frac{1}{2} \sum_{n=1}^{N/2} w_n \left| \mu_n \right| \sigma_{n+1/2} + (\sigma_{i+1/2} - \sigma_i^{l+1/2}) / (6 ph) \]

\[ + \left\{ \frac{1}{2} \sum_{n=1}^{N/2} w_n \left| \mu_n \right| \sigma_{n+1/2} + (\sigma_{i+1/2} - \sigma_i^{l+1/2}) / (6 ph) \right\} \]

\[ - \gamma \sigma_{i+1/2} + (\gamma / 2)(\sigma_{i+1/2} + \sigma_i^{l+1/2}) + \gamma \sigma_i^{l+1/2} - (\gamma / 2)(\sigma_{i+1}^{l+1/2} + \sigma_i^{l+1/2}) \]

\[ - 2/(3 ph)\sigma_{i+1}^{l+1/2} - 2/(3 ph)\sigma_i^{l+1/2} - 2/(3 ph)\sigma_i^{l+1/2} \]

\[ - 1/(3 ph)\sigma_i^{l+1/2} - 1/(3 ph)\sigma_i^{l+1/2} + (2/(3 ph) + h\rho \sigma_a)\sigma_i^{l+1/2} \]

\[ + (2/(3 ph) + h\rho \sigma_a)(\sigma_{i+1}^{l+1/2} + \sigma_i^{l+1/2} + \sigma_i^{l+1/2}) \]

\[ = h\rho \sigma_a (\sigma_{i+1}^{l+1/2} + \sigma_i^{l+1/2} + \sigma_i^{l+1/2}) \]  \hspace{1cm} (B21)

where

\[ \gamma = \sum_{n=1}^{N/2} w_n \left| \mu_n \right| \]

Rewriting Eq. (B21), we obtain


$$\left( \frac{2}{3ph} + hp\sigma_a + \gamma \right)\zeta_i^{l+1} - \left( \frac{1}{3ph} + \frac{\gamma}{2} \right)\zeta_i^{l+1} - \left( \frac{1}{3ph} + \frac{\gamma}{2} \right)\zeta_i^{l+1}$$

$$= \left\{ \frac{1}{2} \sum_{n=1}^{N} w_n \mu_n \sigma_{n,i+1/2} + (\zeta_i^{l+1} - \zeta_i^{l+1})(1/(3ph) + \gamma/2) \right\}$$

$$+ \left\{ \frac{1}{2} \sum_{n=1}^{N} w_n \mu_n \sigma_{n,i-1/2} + (\zeta_i^{l+1} - \zeta_i^{l+1})(1/(3ph) + \gamma/2) \right\}. \quad (B22)$$

Final form of linearized pCMFD:

$$\mu_n \frac{\sigma_{n,i+1/2} - \sigma_{n,i-1/2}}{2} + \frac{\sigma_{n,i+1/2} + \sigma_{n,i-1/2}}{2} = c \zeta_i^{l+1}, \quad (B23)$$

$$\zeta_k^{l+1/2} = \frac{1}{2} \sum_{n=1}^{N} w_n \left( \frac{\sigma_{n,i+1/2} - \sigma_{n,i-1/2}}{2} \right). \quad (B24)$$

$$\left. \frac{2}{3ph} + \gamma \right)\zeta_i^{l+1} - \left( \frac{1}{3ph} + \frac{\gamma}{2} \right)\zeta_i^{l+1} - \left( \frac{1}{3ph} + \frac{\gamma}{2} \right)\zeta_i^{l+1} + h\sigma_a\zeta_i^{l+1}$$

$$= \left( \frac{2}{3ph} + \gamma \right)\zeta_i^{l+1} - \left( \frac{1}{3ph} + \frac{\gamma}{2} \right)\zeta_i^{l+1} - \left( \frac{1}{3ph} + \frac{\gamma}{2} \right)\zeta_i^{l+1}$$

$$= \frac{1}{2} \sum_{n=1}^{N} w_n \mu_n \left( \frac{\sigma_{n,i+1/2} - \sigma_{n,i-1/2}}{2} \right). \quad (B25)$$

Using Eq. (B26)

$$\frac{1}{2} \sum_{n=1}^{N} w_n \mu_n \left( \frac{\sigma_{n,i+1/2} - \sigma_{n,i-1/2}}{2} \right) = -h\sigma \sum_k \zeta_k^{l+1/2} + h\sigma \sum_k \zeta_k^{l}, \quad (B26)$$

$$\left( \frac{2}{3ph} + \gamma \right)\zeta_i^{l+1} - \left( \frac{1}{3ph} + \frac{\gamma}{2} \right)\zeta_i^{l+1} - \left( \frac{1}{3ph} + \frac{\gamma}{2} \right)\zeta_i^{l+1} + h\sigma_a\zeta_i^{l+1}$$

$$\omega A = [H - \theta VU(I - H)]A = L A, \quad (B27)$$

where

$$\theta = hc / [2\sin^2(p\tau) + hp(1 - c)]. \quad (B28)$$

CMR : \( \alpha = \gamma \)

CMFD : \( \alpha = 2/(3\sigma ph) \)

pCMFD : \( \alpha = 2/(3\sigma ph) + \gamma \)
Fig. B-1. Spectral radius of pCMFD for various scattering ratios for p=1.

Fig. B-2. Spectral radius of pCMFD for various scattering ratios for p=2.
Fig. B-3. Spectral radius of pCMFD for various scattering ratios for $p=4$.

Fig. B-4. Spectral radii of CMFD and pCMFD for various scattering ratios for $p=1$. 
Fig. B-5. Spectral radii of CMFD and pCMFD for various scattering ratios for $p=2$.

Fig. B-6. Spectral radii of CMFD and pCMFD for various scattering ratios for $p=4$. 
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